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Over the last two decades, advances in experimental and computational technologies have greatly facilitated genomic research. Next-generation sequencing technologies have made de novo sequencing of large genomes affordable, and powerful computational approaches have enabled accurate annotations of genomic DNA sequences. Charting functional regions in genomes must account for not only the coding sequences, but also noncoding RNAs, repetitive elements, chromatin states, epigenetic modifications, and gene regulatory elements. A mix of comparative genomics, high-throughput biological experiments, and machine learning approaches has played a major role in this truly global effort. Here we describe some of these approaches and provide an account of our current understanding of the complex landscape of the human genome. We also present overviews of different publicly available, large-scale experimental data sets and computational tools, which we hope will prove beneficial for researchers working with large and complex genomes.

THE REGULATORY LANDSCAPE OF THE HUMAN GENOME

The Architecture of the Genome

As is the case for most eukaryotic genomes, the human genome has a small ratio of protein-coding to nonprotein coding (or, simply, noncoding) DNA. Indeed, the proportion of the human genome that encodes proteins accounts for only ~1.5% of its DNA (International Human Genome Sequencing Consortium 2004). The remaining portion of the genome includes introns, noncoding RNA genes, pseudogenes, regulatory elements, and repetitive DNA, and has largely unknown function (Lander et al. 2001). The identification of functional noncoding elements has proved to be nontrivial. Cross-species genomic comparisons have revealed a large number of noncoding sequences under evolutionary constraint, and conservative estimates suggest that ~3.5% of the noncoding genome is indeed under purifying natural selection, and thus, probably is functional (Waterston et al. 2002; Boffelli et al. 2004; Lindblad-Toh et al. 2011). Detecting and interpreting these elements is particularly relevant to human medicine, since many of the common diseases show complex inheritance patterns and are likely associated with changes in gene expression, rather than in the genes themselves (Altshuler et al. 2008).
Protein-Coding Genes

There are about 25,000 protein-coding genes in the human genome (International Human Genome Sequencing Consortium 2004). Most protein-coding genes are organized into multiple exons, which are spliced to produce mRNAs that are subsequently translated into protein molecules. A typical human coding gene contains eight exons and (including introns) is 54-kb long (Hsu et al. 2006; Fujita et al. 2011). However, the size of protein-coding genes varies considerably, from a few hundred base pairs in the case of genes encoding histones to several millions of base pairs, in the case of the dystrophin gene (DMD), which is altered in muscular dystrophy patients (Blake et al. 2002). Genes are nonrandomly distributed in the genome, both within and between chromosomes, and gene density is strongly correlated with the GC content (Bernardi 2000). Moreover, the human genome can be separated into two gene spaces, each space containing approximately half of all genes: a GC-rich, gene-rich space (12% of the genome), and a GC-poor, gene-poor space (88% of the genome). The two gene spaces are characterized by distinct structural and functional features that are associated with different levels of transcription (Bernardi 2005).

Transcriptional control of gene expression is mediated through the interaction between trans-acting transcription factor proteins and cis-regulatory sequence elements. Thus, most genes possess a promoter element, immediately upstream of their transcription start site, which recruits the preinitiation complex (PIC), including the RNA polymerase II, and is, in most cases, sufficient to drive basal expression. Additionally, single or multiple distal cis-regulatory elements are responsible for precise spatiotemporal expression control (Levine and Tjian 2003) (see Fig. 1).

Cis-Regulatory Elements

Promoter Elements

Promoter sequences comprise both core and proximal elements. In eukaryotes, the core promoter represents the minimal set of elements required to initiate transcription. The average core promoter sequence encompasses ~100 bp and contains the transcription start site. This core region interacts directly with the complete set of general transcription factors and RNA polymerase known collectively as the preinitiation complex (PIC) (Roeder 1996). RNA polymerase II catalyzes RNA synthesis, but—on its own—is unable to recognize the transcription start site or to “melt” or open the

FIGURE 1. Schematic representation of a typical gene locus. The promoter comprises a core promoter and a proximal promoter region, and contains binding sites for the general transcription machinery as well as specific transcription factors. Distal enhancers and silencers also provide binding sites for transcription factors, and activate or prevent the initiation of the transcription of the regulated genes. Distal enhancers and silencers would interact with the promoter through a mechanism that involves looping out the intervening DNA. Insulators act as boundaries, insuring that only the appropriate gene is transcribed.
DNA, and therefore cannot initiate transcription. These functions are accomplished by general transcription factors, typically including TFIIA, TFIIIB, TFIID, TFIIE, TFIIF, and TFIIH (Lee and Young 2000). The assembly of the PIC usually starts with the binding of TFIIA, TFIIB, and TFIID to sequence elements in the core promoter including the TATA box, BRE (TFIIB-recognition element), Inr (initiator element), and DPE (downstream promoter element). Human core promoters are surprisingly diverse, and although most promoters contain one or more of these elements, none seems to be essential for promoter function (Smale and Kadonaga 2003). Other factors are then recruited to the complex and assembled with RNA polymerase II (see Fig. 1). Thus, TFIIF binds RNA polymerase II and can assist in recruiting it to the promoter region. TFIIE also interacts with RNA polymerase and can stimulate the kinase and helicase activities of TFIIH, which in turn phosphorylates the carboxy-terminal domain of RNA polymerase II and melts the DNA in the promoter region. TFIIE and TFIIH are partially dispensable, but have an impact on the efficiency of transcription initiation (Hahn 2004). In addition to the core promoter, human genes often contain a proximal promoter element that spans up to 1000 bp, and comprises binding sites for additional specific transcription factors. Because the expression of these transcription factors is cell-specific rather than ubiquitous, proximal promoters, in conjunction with distal regulatory elements, determine the expression program of the target gene.

**Distal Elements**

A single genome directs the process of cell differentiation during development that leads to hundreds of distinct cell types present in the adult human body. This morphological and developmental complexity is not a function of the number of genes in the genome, but rather of the number of possible spatial and temporal patterns in which genes are expressed within the organism. The decoupling of transcriptional regulation from the gene promoter region and distributing the regulatory controls among multiple distal regulatory elements provide an exquisite level of precision and robustness for gene expression control.

Known distal regulatory elements have been classified on the basis of their behavior in synthetic assays. Enhancers and silencers mediate positive and negative regulation of transcription, respectively. They are position- and orientation-independent. Multiple enhancers and silencers often act additively, synergistically, or competitively (Buttgereit 1993; Lin et al. 2007; Perry et al. 2011). Similar to proximal promoters, enhancers and silencers often consist of clusters of binding sites for transcription factors; the particular nature, number, and spatial arrangement of these binding sites, together with the availability of the cognate transcription factors, establish the unique pattern of expression of a gene. Although not well understood, distal transcriptional regulation involves long-range interactions between the transcription factors bound to enhancers and silencers, and promoters, with concomitant looping of the intervening DNA (see Fig. 1). Such interactions may be established either by simple diffusion within the nucleus or by an active “tracking” mechanism, in which the enhancers and silencers migrate along the chromatin fiber until they encounter a promoter. Specific transcription factors bound to enhancers, silencers, and promoters would then stimulate the assembly of a functional PIC on the promoter (Bulger and Groudine 2011). Because the assays are well established, most distal regulatory elements studied to date are enhancers.

A different class of distal regulatory elements, known as insulators (boundary elements), establish discrete transcriptional domains. Insulators have been shown to possess either one or both of the two activities, blocking enhancers (enhancer-blocking insulators) and/or protecting against heterochromatin spreading (barrier insulators) (Gaszner and Felsenfeld 2006). The most extensively characterized vertebrate insulator—5′ HS4 (DNase I hypersensitivity site 4) chicken β-globin—was first identified at the 5′ end of the chicken β-globin locus, and has both barrier and enhancer-blocking activities (Chung et al. 1993). Most vertebrate enhancer-blocking insulators, including 5′ HS4 chicken β-globin, contain binding sites for the transcription factor CTCF, a zinc finger protein with multiple roles, including transcription activation and repression (Bell et al. 1999; Yusufzai and Felsenfeld 2004). CTCF has also been implicated in the function of barrier insulators, but it has been suggested...
that additional proteins may be required for specificity (Cuddapah et al. 2009). In the case of HS4, binding sites for CTCF are neither necessary nor sufficient for protection against adjacent heterochromatin or repressive domain-mediated effects (Recillas-Targa et al. 2002).

Regulatory elements may be either discrete or clustered to create locus control regions (LCRs) that mediate complex transcriptional programs involving several genes within a genomic locus. LCRs were first discovered in the human β-globin locus, which comprises five β-type globin genes arranged in the order of their developmental stage-specific expression in erythroid cells (Stamatoyannopoulos 1991). The switches of human globin gene expression from embryonic (ε) in the yolk sac, to fetal (γ) during intrauterine life, and to adult (β) after birth, are controlled by regulatory sequences located both proximal and distal to the genes. The most prominent distal regulatory element is a LCR that has been shown to be required for high-level globin gene expression at all developmental stages (Grosveld et al. 1987). In addition to integrating the instructions from multiple regulatory elements, the human β-globin LCR modulates the overall chromatin architecture (Liang et al. 2008). LCRs have now been described for a broad spectrum of human and mammalian gene systems, suggesting that they play an important role in the control of gene expression (Li et al. 2002).

Distal regulatory elements have been identified within introns or within several hundred base pairs upstream or downstream from the transcription start site of their target genes, but may also reside as distant as several millions of base pairs away, within the introns of neighboring genes with unrelated functions, or even on different chromosomes (Visel et al. 2009a; Williams et al. 2010). Together with their heterogeneous sequence properties, this flexibility makes the comprehensive identification of distal regulatory elements in the human genome an extremely challenging task.

Other Noncoding DNA

Noncoding RNA Genes

Even though only ~1.5% of the human genome encodes proteins, a substantially larger fraction appears to be transcribed into noncoding RNA (Bertone et al. 2004; Johnson et al. 2005; Birney et al. 2007; Kapranov et al. 2007). Noncoding RNA genes (ncRNA), transcribed from the genome by one of the three nuclear DNA-dependent RNA polymerases, produce abundant and important RNAs such as transfer RNA (tRNA) and ribosomal RNA (rRNA), as well as the highly heterogeneous small nucleolar RNA (snoRNA), involved in RNA processing. These genes also encode microRNA (miRNA), small interfering RNA (siRNA), and piwi-interacting RNA (piRNA), responsible for gene silencing. RNA gene products are involved in processes as diverse as splicing, messenger RNA (mRNA) turnover, gene silencing, and translation, and often elicit their biological responses by base pairing with their targets transcripts (Storz et al. 2005). Some ncRNAs may have important roles in transcriptional regulation. For example, a recent study uncovered ~12,000 enhancers in the mouse genome that are transcribed into RNA (eRNAs) in levels correlated with mRNA synthesis from nearby genes (Kim et al. 2010). Thus, eRNAs would serve not only as a robust indicator of enhancer activity, but would alter transcriptional programs by activating promoters, facilitating the adoption of an open chromatin structure, or even binding to other enhancers (Ling et al. 2004; Ong and Corces 2011; Wang et al. 2011). A second class of ncRNAs showing transcriptional activity was identified in the late 1990s (Brannan et al. 1990; Pfeifer et al. 1996). The means by which such long (>200 nucleotides) noncoding RNAs (lncRNAs) regulate transcription encompass diverse mechanisms, such as cleavage into shorter RNAs, specific binding to chromatin, and mediation of epigenetic control (Carninci 2008; Mercer et al. 2009). The quantity and nature of lncRNAs encoded within the human genome remains unclear; an increasing number of transcriptomic and bioinformatic studies suggest the existence of thousands of these transcripts (Guttman et al. 2009; Marques and Ponting 2009; Hung et al. 2011).

Repeats

Repetitive DNA makes up >45% of the human genome, although this fraction is expected to increase as sequencing methods improve. The various types of repetitive DNA can be broadly separated into
tandem and interspersed repetitive DNA, based on their distribution within the genome. Tandem repeats are composed of short sequences that are repeated multiple times, immediately adjacent to each other. These repeats are further classified as microsatellites, minisatellites, or satellites according to their length. Microsatellites are randomly distributed in the genome. Because they are present in highly variable copy numbers among different individuals of the same species (including humans), microsatellite DNAs are widely used for genetic mapping and population genetics studies (Dib et al. 1996). Minisatellites are also very variable in size, but generally longer than microsatellites. Minisatellite sequences are mainly confined to subtelomeric and telomeric regions of the chromosome, where they are believed to play a role in DNA replication (Fajkus et al. 2005). Satellites are usually organized as large clusters at telomeres, and, particularly, at centromeres, where they may play a structural role (Schueler and Sullivan 2006).

Tandem repeats are thought to have originated by the expansion of a template sequence, either by “replication slippage” or by recombination (Charlesworth et al. 1994). In contrast, most interspersed repeats have arisen by transposition. Transposable elements in the genome can be separated into two main classes, DNA transposons and retrotransposons. DNA transposons constitute ~3% of the human genome, can excise themselves from the genome, move as DNA, and insert themselves into new genomic sites. Retrotransposons comprise ~40% of the human genome, and duplicate via RNA intermediates that are reverse transcribed and inserted at new genomic locations. The best documented example of interspersed repeats in the human genome is the class of Alu retrotransposons, which cover ~10% of the genome (Batzer and Deininger 2002). Other repeats include segmental and whole-genome duplications, and processed pseudogenes. Although repetitive DNA is often regarded as genomic “junk”, the biological significance of repeats was recognized early. Indeed, Barbara McClintock, who discovered transposons in the 1940s, observed that they affected the expression of neighboring genes and suggested that they might play a regulatory role (McClintock 1956). Several studies in the last years have associated different human diseases with mutations in noncoding repetitive DNA, supporting this initial hypothesis (Boby et al. 2005; Sha et al. 2009; Hagerman et al. 2010; Renton et al. 2011). The association between repetitive DNA and human disease is likely to extend far beyond these few known cases.

### The Role of Mutations in Noncoding Regulatory Regions

Mutations in cis-regulatory elements do not disrupt the amino acid sequence of genes, do not create alternative transcripts, do not introduce premature stop codons, and do not affect the three-dimensional structure of proteins (with the exception of splice enhancers and similar cases). Instead, noncoding regulatory polymorphisms modulate the dynamics of gene expression, including modifications to regulatory pathways, changing the level of gene expression, impacting the speed of transcription, and/or producing other changes that result in remodeling of the chromatin state and architecture. The role of regulatory mutations as the key driving force behind the evolution of species and origin of many phenotypic differences was advocated in a pioneering work of King and Wilson in 1975 (King and Wilson 1975). Since then, many regulatory mutations leading to phenotypic human variants have been reported. For example, intronic mutations in the gene responsible for oculocutaneous albinism type II (OCA2) have been reported to explain most of the variation in human eye-color (Duffy et al. 2007). Additionally, a regulatory mutation located 21 kb upstream of OCA2 is perfectly associated with blue and brown eye colors in a large population from Denmark (Eiberg et al. 2008). These and other similar, parallel regulatory mutations have been part of a “fine tuning genome toolkit” during vertebrate evolution. One of the adaptive traits in some human populations is the ability to digest milk in adulthood. This trait has become independently fixed in African and European populations since the domestication of cattle in the early Neolithic Era through a genetic process called convergent evolution (Tishkoff et al. 2007). Lactose intolerance varies drastically among different human populations (characteristic to ~10% of Americans of northern European descent, 10% of Africa’s Tutsi tribe, 50% of French, and 99% of Chinese, for example), and relates to whether the gene LCT that encodes the protein lactase-phlorizin hydrolase (LPH) continues
to be expressed in adulthood or not. Expression of LCT in adulthood depends on a regulatory mutation located \( \approx 20 \text{ kb} \) upstream of LCT (Wang et al. 1995; Enattah et al. 2002).

In addition to being associated with phenotypic diversity between and within species, regulatory mutations can also lead either to a disease or to increased susceptibility to a disease. For example, a recent study revealed a strong association between Hirschsprung disease risk and the presence of a regulatory mutation located in the first intron of the RET proto-oncogene (Emison et al. 2005). RET was previously linked with Hirschsprung disease (Puliti et al. 1993) and the development of multiple types of cancer (Donahue and Hines 2009; Pacini et al. 2010). This particular mutation, however, has a 20-fold greater contribution to risk than do rare alleles, and the authors of the study showed that the acquired mutation is capable of significantly decreasing the level of RET expression. Another classical example of a disease causal regulatory mutation is a single nucleotide polymorphism (SNP) in an enhancer of Sonic hedgehog homolog (SHH). The enhancer mutation is associated with preaxial polydactyly, a frequently observed congenital limb malformation (Masuya et al. 1995). This SHH enhancer is located 1 Mb away from the gene, within an intron of another gene (LMBR1) (Lettice et al. 2003). Its genomic location and distance from the affected gene reflect the complexity of the gene regulatory landscape in the human genome.

With the development of new sequencing technologies and SNP arrays capable of simultaneously genotyping hundreds of thousands of SNPs, genome-wide association studies (GWAS) became a reality and a practical tool for identifying genotypes specific to a population with a particular disease (Mathew 2008). In 2008, a group of manual curators at the National Human Genome Research Institute (NHGRI) started assembling published GWAS results in a systematic manner (Hindorff et al. 2009). At the time of the original publication in 2009, the NHGRI GWAS catalog covered 80 traits and diseases. In November 2014, the catalog included more than 2000 curated publications and more than 14,000 SNPs (www.genome.gov/gwastudies). Only 4% of the trait- and disease-associated SNPs were identified in the coding regions and those potentially disrupt or modify the protein sequence encoded by the host gene. It is likely that some of the remaining noncoding SNPs do not represent causal variants, but are rather associated with unknown coding mutations in the same haplotype block with the identified noncoding SNPs. On the other hand, more than 7000 (50% of total) noncoding SNPs are located at least 10 kb from the nearest transcription start site, and thus, are likely to correspond to mutations in distant regulatory elements that disrupt a cis-regulatory mechanism. For example, an unusually long intergenic interval on human chromosome 8q24 hosts several variants associated with prostate, breast, and colorectal cancers (Amundadottir et al. 2006; Easton et al. 2007; Tomlinson et al. 2007). In a follow up study of this region, multiple enhancers were mapped to this intergenic interval, one of which contains the prostate cancer-associated variant rs6983267 (Waterman et al. 2010). This study also reported that the cancer-associated variant significantly increases the enhancer activity during early prostate development and throughout prostate maturation, highlighting rs6983267 as a key regulatory mutation contributing to prostate cancer and disease susceptibility.

To directly assess the impact that regulatory mutations have on the level of gene expression, expression levels were measured in 210 unrelated individuals and the results compared to their SNP and copy-number variant (CNV) genome-wide profiles (Stranger et al. 2007). Noncoding SNPs accounted for >80% of the observed variation in expression and at least one strong SNP–gene expression association was recorded for 888 nonredundant genes. The majority of causal SNPs were in cis with the affected gene. These SNPs were located mainly outside of the proximal promoter region, arguing yet again for the importance of distant regulatory mutations in phenotypic diversity and individual disease susceptibility in the human population.

THE EVOLUTION OF THE HUMAN GENOME

Functional Sequences Are Generally Conserved

Genetic mutation is a crucial process in evolution that provides raw material for natural selection. Mutations that impact the function of a gene or a regulatory element are likely to have a negative effect...
on fitness and will thus be under negative selection. In contrast, mutations at nonfunctional sites are free to be fixed by drift. Together with the local mutation rate, the balance of selection and drift determines the rate of evolution. Consequently, nonfunctional sequences accumulate neutral substitutions and become less similar between different species as the evolutionary distance between them increases, whereas sequences whose function is maintained diverge at a much slower rate (Kimura 1968; King and Jukes 1969). That is, sequences conserved over large evolutionary distances are more likely to be functional than those conserved over lesser distances (Boffelli et al. 2004). Thus, comparisons of orthologous sequences across multiple species have provided a wealth of information enabling gene finding (e.g., van Baren et al. 2007), prediction of gene function (Huynen et al. 2004), identification of protein domains (e.g., Geer et al. 2002; Marchler-Bauer and Bryant 2004; Marchler-Bauer et al. 2007; Marchler-Bauer et al. 2011), prediction of functional amino acid residues (Lichtarge and Sowa 2002), and detection of natural selection at the level of genes (O’Neill et al. 2007). Regulatory elements are subject to the same process of molecular evolution as is the rest of the genome. However, regulatory mutations are more likely to alter only gene expression levels, thereby affecting the functioning of the organism in a subtle manner, as compared to the more obvious effects resulting from mutations within genes. Only mutations that disrupt sequences essential for regulatory function, such as transcription factor binding sites, could be deleterious (Wittkopp and Kalay 2011). As a result, regulatory sequences are hypothesized to evolve, in general, faster than genes (Borneman et al. 2007).

DNA sequence comparison, known as comparative genomics, have identified hundreds of thousands of noncoding sequences conserved in the human genome (Thomas et al. 2003; Ureta-Vidal et al. 2003; Boffelli et al. 2004; Cooper et al. 2005; Dermitzakis et al. 2005; Margulies et al. 2007). Estimates for the total extent of noncoding constraint are roughly twice that for coding constraint (e.g., Waterston et al. 2002). Conserved noncoding sequences (CNS) are nonuniformly distributed. These sequences tend to be found in gene-poor regions, in locations that are consistent with the long-distance or distance-independent interactions between distal regulatory elements and genes (Boffelli et al. 2004; Ovcharenko et al. 2005b). Furthermore, CNS in the human genome are found to be overall enriched in the neighborhood of transcription factors and developmental (“trans-dev”) genes (Bejerano et al. 2004; Woolfe et al. 2005). However, subsets of CNS that came under selection at distinct evolutionary times are associated with distinct functions. For example, CNS exclusive to placental mammals are actually enriched in regions near genes involved in posttranslational protein modification, including those in intracellular signaling pathways (Lowe et al. 2011). With the increasing number and availability of high-quality genomes, the methods used to define noncoding sequence conservation have become increasingly sophisticated (Cooper et al. 2005; Siepel et al. 2005; Prabhakar et al. 2006; Lindblad-Toh et al. 2011).

Comparative Genomics Uncovers Regulatory Elements

It has long been understood that sequence conservation is a reliable strategy to infer regulatory functions in noncoding DNA. One of the first analyses that showed the reliability of purely comparative genomics approaches to identify regulatory elements of human genes involved the search for highly conserved noncoding sequences between the human and the mouse within a 1 Mb locus on human chromosome 5. (“Highly conserved” sequences display at least 70% sequence identity >100 bp.) This locus comprises three cytokine genes (IL4, IL13, and IL5), which typically show coordinated expression (Kelly and Locksley 2000), as well as ~90 CNS, most of which are conserved across other vertebrates. The activity of the longest CNS, CNS-1, was assayed in transgenic and knockout mouse assays. The assay results showed that this element, separated by >120 kb of sequence from the cytokine genes, modulates the expression of all three genes (Loots et al. 2000). Soon afterward, methods such as Genome Evolutionary Rate Profiling (GERP) and phylogenetic shadowing (Boffelli et al. 2003; Cooper et al. 2005) were developed to compare the genomes of more closely related species, such as primates. These methods search, not for regions that are similar, but rather for regions that are significantly depleted in mutations. Such analyses have been proven successful for discovering lineage-specific
regulatory elements (Prabhakar et al. 2006; Wang et al. 2007). These results provide evidence for the role of CNS as transcriptional regulators. The increasing availability of sequenced genomes has provided the scientific community with an invaluable resource for comparative genomics to understand the molecular and genetic basis of many complex traits and diseases.

Deeply Conserved Sequences Act as Enhancers In Vivo

Further studies confirmed the validity of using comparative genomics for predicting regulatory elements on a genome-wide scale. In particular, Pennacchio et al. showed that almost half (45%) of 167 noncoding elements conserved from human to pufferfish or ultraconserved (Bejerano et al. 2004) in human, mouse, and rat function as tissue-specific enhancers at embryonic day 11.5 in transgenic mice. Interestingly, the majority of the enhancers assayed were active in the central nervous system (Pennacchio et al. 2006). Assayed sequences are available through the VISTA Enhancer Browser (http://enhancer.lbl.gov), a growing database that currently contains information on 2164 in vivo tested elements and represents a valuable resource for the scientific community (Visel et al. 2007).

Conserved Gene Deserts Harbor Regulatory Elements

Approximately 25% of the human genome comprises long regions with no protein-coding genes and no evident function; these regions are known as gene deserts (Lander et al. 2001; Venter et al. 2001). While some of these gene deserts can be deleted from the mouse genome without any detectable phenotypic difference and only minor alterations in gene expression (Russell et al. 1982; Nobrega et al. 2004), some of these regions have been shown to contain distal regulatory sequences that control the transcription of neighboring genes (Bishop et al. 2000; Lettice et al. 2003; Nobrega et al. 2003; Kimura-Yoshida et al. 2004; Uchikawa et al. 2004). However, most gene deserts conserved across multiple vertebrates appear to constitute an integral unit with their flanking genes, and show characteristics suggesting regulatory function (Ovcharenko et al. 2005b). On these grounds, a recent study was performed to explore a possible link between the genetic susceptibility to coronary artery disease (CAD) and response to inflammatory signaling. The study focused on a 200-kb gene desert, comprising several SNPs associated with CAD and type 2 diabetes, that was also enriched in different enhancer signatures.

Sequence Conservation Does Not Imply Functional Constraint

Comparative genomics has proven effective in identifying both known and novel regulatory elements in the human genome. However, the degree of functional constraint is not directly correlated with sequence conservation, and sequence conservation is only an estimator of function. Thus, not all conserved regions are involved in gene regulation. Targeted deletion of extremely conserved sequences does not necessarily produce the expected phenotype (Ahituv et al. 2007), indicating that the regulatory activity of the deleted sequences might be showed in genes other than the neighboring genes; or that there might be functional redundancy with other enhancers; or the assay used might not be suitable to detect the corresponding phenotypes. Moreover, conserved regions may have functionally diverged, and regulatory sequences that are conserved across species often display different activities (Borneman et al. 2007). Conversely, constrained functions may be encoded in sequences showing little sequence conservation. For instance, only a small fraction of in vivo binding sites for key transcription factors appears to be shared by any two mammalian species, suggesting frequent gain and loss of individual regulatory elements (Kunarso et al. 2010; Schmidt et al. 2010). In the same line of reasoning, a study relying on ChIP-Seq analysis with the enhancer-associated protein p300 to identify regulatory elements involved in heart development showed that these elements are only weakly conserved across vertebrates (Blow et al. 2010). Therefore, current evidence suggests that regulatory turnover might represent the norm, rather than the exception.
Transcriptional regulation would be maintained by the conservation of the overall transcriptional architecture, rather than of the sequence. Flexibility in the relative order and spacing of binding sites for relevant transcription factors would permit substantial sequence evolution while maintaining the overall function of a regulatory element (Arnosti and Kulkarni 2005). Because transcription factor binding sites are usually short and degenerate, standard alignment algorithms often fail to align them correctly. To address this issue, alignment-free approaches relax the definition of conservation. These approaches consider a binding site to be conserved across a set of orthologous sequences if the site occurs anywhere within the sequences, irrespective of relative distance and orientation, and thereby extend the power of traditional comparative genomics methods (Palin et al. 2006; Gordan et al. 2010; Taher et al. 2011).

### COMPARATIVE SEQUENCE ANALYSIS: METHODS AND TOOLS

#### Sequence Alignment

Comparative sequence analysis is based on sequence alignments that identify matching nucleotides (or amino acids), mismatches, and unalignable segments (known as gaps) in homologous sequences either from the same or from different genomes. One of the original alignment methods, which is still one of the most popular, is BLAST—Basic Local Alignment Search Tool (Altschul et al. 1990). BLAST is a pairwise alignment tool that allows the comparison of given nucleotide or protein sequences as well as searches against a database of known sequences. A wide range of genome databases is supported by the National Center for Biotechnology Information (NCBI) including GenBank, the database of complete genome sequences of species (Benson et al. 2012). Modern BLAST is a fully customizable toolkit consisting of a wide variety of different alignment tools; the accuracy, speed, and multiple other alignment parameters of the BLAST toolkit can be adjusted by the user depending on a particular task.

Because conservation patterns are often subtle and/or lineage specific, pairwise alignments could fail to capture all sequences under evolutionary constraint (Margulies et al. 2006). Instead, a larger proportion of such sequences can be identified by the use of multiple sequence alignment. In particular, whole-genome multiple alignments are currently considered of utmost importance to elucidate the functional landscape and evolutionary history of the human genome.

Whole-genome multiple alignment strategies can be broadly divided into two classes. Local aligners work by “stacking” pairwise alignments and are therefore very specific, whereas global aligners pre-define collinear segments and show better sensitivity. An example of the local strategy is Threaded Blockset Aligner (TBA)/MultiZ; MultiZ is the component within TBA responsible for the dynamic programming alignment step (Blanchette et al. 2004). TBA/MultiZ uses BLASTZ (Schwartz et al. 2003), a BLAST-like method, to find gapped local alignments which are then arranged together in a partially ordered block-set representing a “global” set of local alignments. These alignments are available as tracks in the UCSC Genome browser (Kent et al. 2002). Examples of the global strategy are MAVID (Bray and Pachter 2004), MLAGAN (Brudno et al. 2003), and Pecan (Paten et al. 2008). MAVID is an alignment approach that integrates maximum-likelihood inference of ancestral sequences, automatic guide-tree construction, protein-based anchoring of ab-initio gene predictions, and constraints derived from a global homology map of the sequences. More specifically, MAVID recursively defines a global alignment using maximally nonrepetitive ungapped subsequences before applying standard pairwise alignment methods to join these segments. MLAGAN assumes that a set of orthologous regions, or “anchors,” can be identified correctly, and that there are no genomic rearrangements. Nearby and consistent “anchors” are joined together to construct an orthology map. Dynamic programming is then applied to compute a global alignment around the “anchors.” MLAGAN alignments can be visualized using VISTA (Mayor et al. 2000). Finally, Pecan works by first partitioning the input genomes into a set of collinear segments, a process which essentially handles rearrangements, including duplications, and then building alignments in these collinear segments. Pecan alignments are publicly available within the Ensembl Genome Browser (Flicek et al. 2012).
recent assessment (Chen and Tompa 2010) of the ENCODE pilot regions found that the agreement among the alignments computed with these tools is not always satisfactory, and that, overall, Pecan is the most accurate and sensitive alignment program.

**Genome-Wide Identification of CNS**

A common, straightforward approach to scoring conservation and defining discrete evolutionarily conserved elements in the genome employs pairwise nucleotide alignments between the locus of interest and its orthologous counterpart from another species. Based on the alignment, each nucleotide in the locus is assigned a conservation score, which corresponds to the proportion of identical nucleotides in a window centered on that particular nucleotide. A classical, empirically set threshold to call a CNS is 70% identity across 100 bp. When species within the mammalian lineage are compared, more CNS than coding exons are commonly identified in a given locus. Thus, the number of human/mouse CNS exceeds the number of coding exons by about fivefold. Graphical conservation analysis tools are often not only helpful but also necessary to effectively process and analyze the distribution of CNS in long and/or multigenic loci. Multiple tools are dedicated to this task, including VISTA (Mayor et al. 2000) and zPicture (Ovcharenko et al. 2004a). These tools plot the level of nucleotide conservation along the reference sequence and superimpose the annotation of genic elements (coding exons, UTRs, and introns) over the conservation profile. For example, the conservation analysis of the IL13/IL4 locus in human and mouse performed using zPicture identifies about 20 CNS in the locus, including the aforementioned CNS-1, which regulates both IL13 and IL4 as well as the more distant IL5 (Loots et al. 2000). CNS-1 is located 3 kb downstream from IL13 (Fig. 2A), is 1.6 kb long, and features 79% identity (Fig. 2C). Although the mechanisms of the IL5 regulation have not been studied in detail, it is known that CNS-1 targets IL5 specifically and does not affect the expression of the RAD50 gene located in between CNS-1 and IL5 (Loots et al. 2000) (Fig. 2A). CNS-4 is located 3 kb downstream from IL5 (Loots et al. 2000) (Fig. 2D). A similar analysis, based on VISTA, was performed to analyze the conservation landscape of the RET proto-oncogene, leading to the identification of a well-conserved intronic CNS, mutation in which underlies Hirschsprung disease risk (Emison et al. 2005).

Using the same strategy, multiple sequence alignments often provide essential information for the identification of putative regulatory elements. The tool Mulan (Ovcharenko et al. 2005a) integrates TBA/MultiZ with alignment visualization based on zPicture (Ovcharenko et al. 2004a). We applied Mulan to show the use of multispecies alignments in the conservation analysis of 20 kb segments around two genes—iroquois homeobox 4 (IRX4; Fig. 3A) and hypermethylated in cancer 1 (HIC1; Fig. 3B). Often, the poor quality of genome sequences might result in missing alignment segments: A clear case is the human IRX4 alignment with chicken and chimp, which misses coding exons and chunks of noncoding DNA. Similar effects can be traced in the HIC1 alignment as well, and should be ignored. However, the alignable parts of the sequences provide a good representation of the divergence rate at these two loci. In case of IRX4, there is extensive conservation in all mammals, and the identification of the most conserved segments is simple only in the alignment with frog or fugu fish that feature five and one CNS, respectively. The human/fish CNS located ~3 kb downstream from IRX4 is the only CNS conserved across all vertebrates, and is a known brain enhancer (Tena et al. 2011), likely playing a key role in regulating the expression of this gene. The conservation profile of HIC1 is different: The alignment of the human sequence with the distant fish and frog genomes does not reveal any CNS. In the case of this gene, the most refined evolutionary analysis of HIC1 comes from the human/mouse alignment, exposing seven CNS upstream of the gene transcription start site. Performing multiple sequence alignments with species that span as large a part of the phylogenetic tree as is feasible for a particular locus is often a necessity in a conservation analysis of a locus. This method has been proven to work as a rapid screen for the identification of putative proximal and distant regulatory elements (Nobrega et al. 2003; de la Calle-Mustienes et al. 2005; Savic et al. 2011).

From these analyses, it is evident that the divergence rate varies considerably across the sequence of a genome, and that other definitions of conservation might be more appropriate, depending on the context. Usually, housekeeping gene loci diverge slowly under strong purifying selection, while the loci...
of tissue-specific genes accumulate mutations at a faster rate (Zhang and Li 2004; Vinogradov and Anatskaya 2007). For example, there are 335 human/mouse CNS in the locus of the orthodenticle homeobox 2 (OTX2) gene, implicated in medulloblastoma, OTX2 encodes a transcription factor that plays a role in brain and sensory organ development (Balikova et al. 2011; Bunt et al. 2011) [Mulan ID m12130214635891]. In contrast, there are no human/mouse CNS in the locus of transmembrane and immunoglobulin-domain containing 2 (TMIGD2) gene.

Several statistical methods exist that attempt to score conservation by evaluating changes in the mutation rate relative to neutrally evolving sequence. Most of these methods consider either positive or negative selection, and assume that selection acts uniformly across the branches of a phylogeny. A standard likelihood ratio test (LRT) to detect changes in the mutation rate involves comparing the likelihood of an observed alignment for two models with different evolutionary rate parameters, where one model represents neutral evolution. The LRT statistic is the log of the ratio of these two likelihoods. Conserved regions can be ranked using the LRT statistic (e.g., Pollard et al. 2006). If a
locus is under purifying selection, deleterious mutations have a higher chance of being rejected than nondeleterious mutations. Consequently, the entire phylogenetic tree of the alignment will show a lower number of mutations than would be expected under a neutral model.

Based on this strategy, GERP (Cooper et al. 2005) identifies constrained elements in a multiple alignment by quantifying “rejected substitutions.” Relying on a multiple alignment model and a published phylogenetic model (Structural EM Phylogenetic Reconstruction [SEMPHY]), GERP first estimates “observed” rates of evolution across the tree for each individual nongap nucleotide in the reference genome, using the maximum-likelihood-based SEMPHY program (Friedman et al. 2002). GERP also computes “expected” rates of evolution based on the neutral model; in this step, GERP uses the Hasegawa, Kishino, and Yano (HKY) model of neutral evolution. In this model, gaps in genomes are removed from the computation of both the observed and the expected rates of evolution, making the method robust to missing data; sites lacking sufficient expected substitutions are excluded from the analysis. Candidate constrained elements are discovered by identifying stretches of alignment positions that show ratios of observed to expected rates below a certain threshold. The GERP score represents the degree of conservation of an element. Positive scores indicate fewer substitutions than expected, suggesting that the element is under evolutionary constraint. Negative scores indicate higher substitutions than expected, and may be weak evidence of accelerated rates of evolution. The more recent GERP++ program (Davydov et al. 2010) also uses “rejected substitutions” as a metric, but a significantly faster and more statistically robust maximum likelihood estimation procedure to compute expected rates of evolution. GERP, GERP++, and precomputed elements for human and mouse genomes (hg18, hg19, and mm9) using the alignments available at UCSC can be downloaded from the website, http://mendel.stanford.edu/SidowLab/downloads/gerp/. GERP scores also constitute a comparative genomic track in the UCSC Genome Browser (Karolchik et al. 2011). Another program, phastCons (Siepel et al. 2005), combines phylogenetic models, as described for GERP, with a Hidden Markov Model (HMM). PhastCons is part of the freely available PHAST (Phylogenetic Analysis with Space/Time models) software, which includes several phylo-HMM-based programs and related tools for phylogenetic analysis and functional element identification (http://compgen .bscb.cornell.edu/phast/). This type of statistical model—phylo-HMM—considers not only the process by which substitutions occur at each site in the genome, but also how this process changes between neighboring sites. The phylo-HMM implemented in phastCons consists of two states: a state of conserved regions and a state of nonconserved regions. Each state is associated with a phylogenetic model. By default, the phylogenetic models are identical except for a scaling parameter, which is applied to the branch lengths, and represents the average rate of substitution in conserved regions relative to nonconserved regions. Thus, as input, phastCons uses a multiple alignment, a phylogenetic model for conserved regions, and, optionally, a phylogenetic model for nonconserved regions. In addition to the scaling parameter, two parameters that define all state-transition probabilities are
learned from the data. PhastCons deals with missing data in a manner similar to that used by GERP. Because phastCons is based on an HMM, each position in the alignment can be assigned a log-odds score, indicating whether the alignment is more likely under the conserved state of the phylo-HMM than under the nonconserved state. These scores can be displayed as a track in the UCSC Genome Browser (Karolchik et al. 2011). Moreover, phastCons produces predictions of discrete conserved elements, as displayed in the “most conserved” tracks in the UCSC browser. Another tool, phyloP (Pollard et al. 2010), allows the detection of sites evolving both faster and more slowly (conservation) than expected under a neutral model, while allowing changes in evolutionary rates in a clade-specific manner. For this purpose, the phyloP package implements four alternative methods for testing for nonneutral evolution, an LRT, a score test, a phastCons-like test, and a GERP-like test. The score test is similar to the LRT, but only the null model is fitted to the data. Independently of the statistical test, given a multiple alignment between different genomes, phyloP first estimates the mean number of substitutions in each genome to estimate the neutral evolution rate. Then, the probability of observed substitutions is analyzed under the hypothesis of neutral evolution. Sites predicted to be conserved are assigned positive scores, whereas sites predicted to be fast-evolving are assigned negative scores. The absolute values of the phyloP score is the $-\log (p\text{-value})$ under a null hypothesis of neutral evolution. Because phyloP ignores neighboring sites in the calculation of the phyloP score of a given site, phyloP is useful for evaluating signatures of selection at particular nucleotides (e.g. third codon positions, first positions of miRNA target sites, etc.). PhyloP has been applied to the human and mouse genomes to reveal patterns of positive/negative selection in functional elements identified by the ENCODE project (Birney et al. 2007; Myers et al. 2011). Tracks displaying phyloP scores are available in the UCSC Genome Browser (Karolchik et al. 2011). PhyloP is also part of PHAST (http://compgen.bscb.cornell.edu/phast/). PhyloP scores are plotted along the genome and displayed as part of the “Conservation” track in the UCSC Genome Browser (Karolchik et al. 2011). For the purpose of comparison, we return to the IL13/IL4 locus example; note that CNS-1 is clearly visible in both the GERP and PhyloP tracks of the UCSC Genome Browser (Karolchik et al. 2011) (Fig. 2B). The methods we have just considered model conservation as a decrease in the rate of mutation, independently of the pattern of mutation. Instead, the SiPhy software (Garber et al. 2009) identifies evolutionary selection by uncovering substitution patterns characteristic of sequence undergoing natural selection. For example, transcription factor-binding sites are known to tolerate degeneracy without affecting binding affinity. Therefore, such sites may be misidentified by methods focusing on changes in the substitution rate as unconstrained. Given a multiple alignment and a phylogenetic model, SiPhy uses a probabilistic framework to describe molecular evolution, and models the evolution of sequences along the branches of the phylogenetic tree as a continuous time Markov process. The model has basically two parameters: the fraction of sequence conserved and the typical length of a conserved region. SiPhy is implemented as a Java software package freely available at http://www.broadinstitute.org/science/software/. In general, all these programs produce similar results, but differ substantially over specific clades (Pollard et al. 2010). Other widely used programs for detecting conservation include BinCons (Margulies et al. 2003) and SCONE (Asthana et al. 2007). Most programs do not distinguish between contig gaps (incomplete genomes) and inserted or deleted regions; thus, inferences based on alignments comprising a large number of gaps should be considered with caution. Finally, each of these methods has been devised to identify particular conservation patterns, and may not generalize well.

Visualization

When studying the conservation of multiple genes or even one gene in many species, the identification of all necessary individual species’ DNA sequences, mapping repetitive elements, and preparing gene annotation files could be a tedious and time-consuming process. Genome conservation browsers have been created to facilitate evolutionary DNA sequence analysis across multiple loci and species. Among the many conservation browsers currently available, the UCSC Genome Browser (Karolchik et al. 2011) and Ensembl Genome Browser (Flicek et al. 2012) are probably the most popular. These two browsers were developed to provide the deepest possible level of genomic annotation for any locus of a
genome, and feature a constantly growing collection of experimental and computational DNA annotation data, including sequencing, phenotypic, disease, gene prediction, expression, regulation, and variation information. The drawback of the all-inclusive data presentation is in a common lack of detailed information. For example, the conservation data might be limited to a single overview track providing little or no indication of where the pairwise-comparison CNS are. Specialized conservation browsers, such as the VISTA Browser (Dubchak 2007) or the Evolutionary Conserved Regions (ECR) Browser (Ovcharenko et al. 2004b), are more applicable when a high-level resolution of interspecies alignments is necessary. The ECR Browser features an interface and output display similar to zPicture and Mulan and is integrated together with these and other related tools into the NCBI Dcode.org Comparative Genomics Developments portal (Loots and Ovcharenko 2005). We used ECR Browser to investigate the conservation profile of the IRF6 gene associated with cleft lip (Kondo et al. 2002). The comparison of the human intergenic sequence upstream of IRF6 with seven other vertebrate species revealed an interesting evolutionary history of the IRF6 locus. The human interval is exceptionally well conserved in cow and chimp, with CNS covering the intergenic space almost completely, whereas there is no noncoding conservation with distant chicken, frog, and Fugu fish genomes (Fig. 4A). It is difficult to determine which of the 24 human/mouse intergenic CNS might be the best candidates for the key regulatory elements of IRF6, but the conservation with opossum pinpoints to two most likely candidates located ~15 kb upstream of IRF6 (Fig. 4A). To narrow down the search of the top candidate, we used the “core ECR” approach (Ovcharenko et al. 2004c) implemented in ECR Browser. Core ECRs are longer (350 bp and longer) and feature a higher level of evolutionary conservation (at least 77% identity) than classical 100 bp/70% identity ECRs. This additional filtering identified a sole human/mouse core CNS in the locus, which coincides with one of the two human/opossum CNS (Fig. 4B). The core ECR human/mouse conservation profile of the IRF6 locus was next subjected to the identification of SNPs in ECRs (another function of ECR Browser), and two SNPs located in the human/mouse core CNS—rs642961 and rs11582607—were identified. It is likely that either one of these SNPs (or both) might disrupt the regulatory activity of the CNS and impact the level of IRF6 expression—a variation putatively associated with the disease involvement of the gene. Indeed, the rs642961 SNP has been

**FIGURE 4.** ECR browser analysis of the IRF6-C1orf107 30 kb human locus conservation. The comparative analysis was performed with chimp, cow, mouse, opossum, fugu, chicken, and frog (A) and in opossum and mouse (B). The standard 100 bp/70% identity threshold has been used to identify 24 human intergenic CNS (A), and a strict—core ECRs (350 bp/77% identity)—threshold was used to identify the sole well-conserved human-mouse CNS in the locus (B). Gray vertical lines in the middle of the plot indicate the position of the disease SNP, rs642961.
previously documented to disrupt a TFAP2A-binding site within the CNS and is strongly associated with cleft lip (Rahimov et al. 2008). Although the analysis presented was based on our familiarity with this SNP and the corresponding disease, it illustrates a step-by-step approach for disease SNP prioritization using ECR Browser that could be applied to any locus and any species of interest.

GENOME ANNOTATION WITH EXPERIMENTAL HIGH-THROUGHPUT TECHNOLOGIES

High-Throughput ChIP Experiments

Chromatin immunoprecipitation (ChIP) directly profiles protein–DNA binding in vivo (Solomon et al. 1988). In a ChIP experiment, all DNA–protein interactions are cross-linked, the cells lysed, and resulting chromatin sonicated to form short fragments of ~500 bp long. Subsequent analysis with PCR using primers specific to DNA regions of interest can be used to assess protein–DNA binding at those regions. Although ChIP does not directly identify the functionality of the protein-bound regions, ChIP assays are inherently scalable. Immunoprecipitated regions can be hybridized to a microarray (ChIP-chip) to identify bound regions on a large scale. An alternative approach, makes it possible to follow ChIP by next-generation massively parallel sequencing (ChIP-Seq). ChIP-Seq provides better coverage and resolution than ChIP-chip and is becoming increasingly more affordable.

Both ChIP-chip and ChIP-Seq have been used successfully to identify regions bound by hundreds of transcription factors in several organisms and cell-types. An early notable study was performed in yeast, in which Harbison and coworkers profiled more than 100 transcription factors in multiple environmental conditions (Harbison et al. 2004). An advantage of high-throughput ChIP is that it is not restricted to transcription factors that bind DNA directly. The approach has been applied to activator proteins such as P300 and CBP that mediate transcription by interacting with numerous DNA-binding transcription factors (Kasper et al. 2006). Because P300 and CBP localize at enhancer regions, albeit not bound directly to the DNA, profiling one of them obviates to some extent profiling the transcription factors separately. Both proteins have been profiled on a genome-wide scale to reveal enhancers in mammals (Heintzman et al. 2009; Visel et al. 2009b; Blow et al. 2010; Ramos et al. 2010).

High-throughput ChIP has also been applied to probe the local chromatin structure along the genome, which is known to be highly variable. Specifically, the histones around which the DNA is wrapped to form nucleosomes can be chemically modified and exchanged for variants. Together, nucleosome positioning and histone variants and modifications determine the primary structure of the chromatin, which exists in a structural continuum between the closed heterochromatic and open euchromatic conformations. Chromatin conformation is dynamically controlled by a number of processes and factors—DNA methylation, histone modifications (e.g., methylation, acetylation, and ubiquitination of histone tails), and small RNAs and DNA-binding proteins (e.g., the polycomb group), which, consequently, play an important role in transcriptional regulation. The need to identify mechanisms that could alter chromatin conformation, and thus transcription, in a transient but potentially stable and inheritable manner has given rise to the field called epigenetics. Epigenetics is commonly referred as the “second code,” in that epigenetic modifications define how different genetic programs can be executed from the same genome, in different tissues and developmental stages. Aberrant epigenetic marks have been directly implicated in common human diseases, including diabetes, cardiopulmonary diseases, neuropsychiatric disorders, autoimmune diseases, and cancer as well as in ageing (Roth et al. 2009; Grolleau-Julius et al. 2010; Portela and Esteller 2010). Importantly, the epigenome represents the interface between genetics and the environment. Moreover, the fact that epigenetic modifications are potentially reversible and can be induced by environmental and nutrition changes has significant implications for the prevention, diagnosis, and treatment of major human diseases.

High-resolution “nucleosome maps” arising from ChIP experiments profiling core nucleosomes in yeast (Shivaswamy et al. 2008), worm (Valouev et al. 2008), and later in human (Schones et al. 2008; Li et al. 2011) have revealed significant nucleosome depletion at regulatory regions. Although not all nucleosome-free regions are necessarily regulatory in nature or transcriptionally active, there is some
correlation between the nucleosome-free state and regulatory or transcriptional activity, which has been exploited to identify regulatory regions (Narlikar et al. 2007; Rosenbloom et al. 2010). Histone variant H2A.Z has also received much attention and been shown to be associated with regulation. Several histone methylation and acetylation marks have been profiled in human T cells. Based on these whole-genome marks, distinct chromatin signatures have been shown to be associated with a variety of regulatory elements (Barski et al. 2007; Heintzman et al. 2007, 2009).

Assays to Identify Open Chromatin

As discussed in the previous section, most DNA regions bound by transcription factors are devoid of nucleosomes. As a result, assays detecting open chromatin regions can be used to identify regulatory elements. These assays are especially beneficial when the identity of the DNA-binding protein is unknown or its antibody is not available. Two kinds of sequencing assays target open chromatin regions: DNase-Seq and Formaldehyde-Assisted Identification of Regulatory Elements (FAIRE)-Seq. DNase-Seq assays rely on the use of the DNaseI endonuclease, which nonspecifically digests regions of open DNA, called DNaseI hypersensitive sites. Two different techniques have been proposed for mapping DNaseI hypersensitive sites on a genome-wide scale (Crawford et al. 2004; Sabo et al. 2004). In both methods, the nuclei of the cells are digested briefly with DNaseI. Crawford et al. (2004) attach a biotinylated tag to the cleaved DNA ends, which is used to extract the cleaved ends. The DNA ends are then identified using microarrays or by high-throughput sequencing. Sabo et al. (2004) exploited the fact that two cleavage events are more likely to occur near each other in accessible regions, and therefore extracted the small-length fragments from the digested chromatin for identification using microarrays. The quality of the resulting maps can be estimated by comparing them with the “gold standard” of Southern blotting.

A FAIRE-Seq assay (Giresi et al. 2007) is relatively simpler: the steps are similar to ChIP-Seq, but without the use of antibody. Instead, the noncross-linked DNA (presumably free of histones) is segregated from the sonicated DNA mixture and then sequenced. Both DNase-Seq and FAIRE-Seq report a large number of common regions. However, sites identified by using only one assay are enriched for binding sites of certain specific DNA-binding proteins (Furey 2012), indicating that these assays may be biased toward open chromatin marked by certain kinds of protein–DNA complexes. Furthermore, there are differences in the classes of genomic regions identified by the two assays: Promoter regions are better detected by DNase-Seq, whereas distal regulatory regions are more likely to be identified by FAIRE-Seq (Song et al. 2011).

Current Large-Scale Genome and Epigenome Annotation Projects

Rapid progress of experimental technologies in molecular biology has given rise to several genome-wide initiatives to identify functional elements. These projects have spurred unprecedented innovation in the assessment, application, improvement, and development of experimental and bioinformatics methods. The projects led by the Encyclopedia of DNA Elements (ENCODE) and the Roadmap Epigenomics Mapping consortia have generated exceptional publicly available resources for the scientific community to advance basic biology and disease-oriented research.

ENCODE Project

The ENCODE Consortium is an international collaboration of research groups with diverse backgrounds and expertise funded by the National Human Genome Research Institute (NHGRI) that aims to identify all functional elements in the human genome. This public research project was launched in 2003. During its initial 4-yr pilot phase, ENCODE tested and compared existing techniques, technologies, and strategies to exhaustively map and validate functional elements on a set of 44 regions comprising 1% (30 Mb) of the genome. Among the findings in this phase were the confirmation that the human genome is pervasively transcribed, even though only a small fraction of transcripts are subsequently translated into proteins; the identification of multiple overlapping transcripts and
rare, poorly conserved splice variants for many known genes; and the observation that chromatin accessibility and histone modifications and transcription activity are well correlated. Perhaps most surprising was the revelation that only 50% of regulatory sequences appear to be conserved. The project expanded to a whole-genome scope in 2007 (Huynen et al. 2004; Birney et al. 2007; Myers et al. 2011). The ENCODE Consortium conducts multiple assays on various cell types, under a set of experimental conditions. For example, transcriptome analyses are performed on poly(A)+ or poly(A)– fraction of RNA extracts from different subcellular compartments (Rosenbloom et al. 2010). To date, the ENCODE project has generated data for more than 30 different assays and 211 cell types (Table 1; Rosenbloom et al. 2012). Primary data from ENCODE are available at the NCBI GEO (http://www.ncbi.nlm.nih.gov/projects/geo/info/ENCODEx.html) and the EBI ArrayExpress (http://www.ebi.ac.uk/arrayexpress/) public array data repositories. The ENCODE web portal at UCSC (http://encodeproject.org or http://genome.ucsc.edu/ENCODEx), the ENCODE resource page at Ensembl (http://www.ensembl.org/Homo_sapiens/encode.html), and the ENCODEdb portal at NHGRI (http://research.nhgri.nih.gov/ENCODExdbGRI) provide convenient links for access (Elnitski et al. 2007; Rosenbloom et al. 2010). Unreleased data can be viewed on the UCSC Preview Browser (http://genome-preview.ucsc.edu/). All ENCODE data are freely available for download and analysis; however, publication of global analyses is restricted for 9 mo following data release. ENCODE is currently (in 2014) entering the seventh year of its production phase.

Roadmap Epigenomics Program

Whereas the ENCODE project focuses on determining functional elements in the genome, the National Institutes of Health (NIH) Roadmap Epigenomics Program (http://www.roadmapepigenomics.org) investigates the epigenetic patterns associated with these elements, and thus, complements

<table>
<thead>
<tr>
<th>Table 1. ENCODE data types, as of January 2012</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Data type</strong></td>
</tr>
<tr>
<td>5C</td>
</tr>
<tr>
<td>BIP</td>
</tr>
<tr>
<td>CAGE</td>
</tr>
<tr>
<td>ChIA-pet</td>
</tr>
<tr>
<td>ChIP-seq</td>
</tr>
<tr>
<td>Genotype</td>
</tr>
<tr>
<td>DNase-DGF</td>
</tr>
<tr>
<td>DNA PET</td>
</tr>
<tr>
<td>DNase-seq</td>
</tr>
<tr>
<td>Exon-array</td>
</tr>
<tr>
<td>FAIRE-seq</td>
</tr>
<tr>
<td>Genencode</td>
</tr>
<tr>
<td>Integ Cluster</td>
</tr>
<tr>
<td>Mapability</td>
</tr>
<tr>
<td>Methy127</td>
</tr>
<tr>
<td>Methy1-RRBS</td>
</tr>
<tr>
<td>Methy1-seq</td>
</tr>
<tr>
<td>NRE</td>
</tr>
<tr>
<td>Nucleosome</td>
</tr>
<tr>
<td>ORChID</td>
</tr>
<tr>
<td>Proteogenomics</td>
</tr>
<tr>
<td>RIP-chip</td>
</tr>
<tr>
<td>RIP-chip Gene ST</td>
</tr>
<tr>
<td>RIP-chip Tiling Array</td>
</tr>
<tr>
<td>RIP-seq</td>
</tr>
<tr>
<td>RNA PET</td>
</tr>
<tr>
<td>RNA-chip</td>
</tr>
<tr>
<td>RNA-seq</td>
</tr>
<tr>
<td>SwitchGear</td>
</tr>
</tbody>
</table>
ENCODE. Initiated in 2008, the goals of the Roadmap Epigenomics Program are to establish multiple reference epigenomes; develop, standardize, and disseminate protocols and reagents for epigenetic research; identify public resources for high-quality stem and differentiated cells, and tissues; and provide publicly accessible data and analytical tools to enable the generation of new hypotheses on epigenetic roles in human health and disease.

The Roadmap Epigenomics Mapping Consortium uses next-generation sequencing technologies to map DNA methylation (MethylC-seq, BS-seq, MeDIP-seq, MRE-seq), histone modifications (ChIP-seq), chromatin accessibility (DNase-seq), and small RNA transcripts (RNA-seq, microarrays) in stem cells and primary ex vivo tissues to represent the normal counterparts of tissues and organ systems frequently involved in human disease. High-value cell types, such as human embryonic stem cells (hESCs), are subjected to deep exploration of >30 histone modifications and comprehensive analysis of DNA methylation (using single-nucleotide resolution MethylC-seq). To capture a wide scope of the epigenomic differences among cell types, the consortium also intends to describe DNA methylation as well as six major histone modification patterns (H3K4me1, H3K4me3, H3K9me3, H3K9ac, H3K27me3, and H3K36me3) in >100 human cell types and tissues (Bernstein et al. 2010). The first main contribution of the Roadmap Epigenomics Mapping Consortium was the publication of DNA methylation profiles at single-nucleotide resolution across the genomes of two human cell lines, H1 hESC and IMR90 fibroblasts. This approach showed a correlation between DNA strand-specific methylation and transcription, and highlighted differences in the prevalence of non-CG methylation among different cell types, suggesting that non-CG methylation may play a role in maintaining pluripotency (Lister et al. 2009). Histone modifications profiles across multiple cell types are beginning to reveal different classes of regulatory elements, their cell-type specificities, and their functional interactions (Ernst et al. 2011).

Data generated by the Roadmap Epigenomics Mapping Consortium are released immediately, with a 9-mo embargo for publication of genome-wide analyses, and are archived in the Gene Expression Omnibus (GEO) database (http://www.ncbi.nlm.nih.gov/epigenomics). Epigenomic maps of major tissues and cell lines can be accessed through the Human Epigenome Atlas (http://www.genboree.org/epigenomeatlas/).

IHEC Project

Despite currently being the largest epigenomics project, the Roadmap Epigenomics Program will only describe a limited number of epigenomes. The goal of the International Human Epigenome Consortium (IHEC), an initiative begun in 2010, is to generate at least 1,000 reference epigenomes for multiple human cell types and developmental stages, laying the foundation to study the epigenetic mechanisms of human diseases (http://ihec-epigenomes.org/; Abbott 2010). The IHEC also intends to help developing good practices and standards for epigenomic data generation, analysis, and integration. Although plans for the consortium are not finalized, it would expand the number of cell types characterized by the Roadmap Epigenomics Program, possibly including nonhuman cells (Satterlee et al. 2010).

COMPUTATIONAL METHODS FOR PREDICTING REGULATORY ELEMENTS

The methods and tools described in the section on comparative sequence analysis are crucial for visualizing genomic regions and selecting them for further analysis. Selection is typically done through manual inspection or with a predetermined cutoff on the extent of sequence conservation. Although these methods have been used successfully to winnow possible functional regions from noise, they do have several inherent limitations, such as the number of genomic regions that can be scanned manually, subjectivity in the calls, inability to identify the functionality across cell-types, and the danger of missing diverged elements. On the other hand, high-throughput experimental methods that profile the binding of specific proteins on a genome-wide scale (described in the preceding section on
genome annotation) get around these limitations. These approaches, however, are restricted by the cost of the experiments, the number of proteins that can be profiled, and the number of different cell types or conditions that can be used during the experiments. As a result, computational approaches that use information from different sources such as genomic sequence, epigenetic information, and curated databases are rapidly gaining ground. Here we describe a few representative approaches with the acknowledgment that there are many more methods with different features used by the scientific community. The purpose of this section is to familiarize the reader with a few core concepts popularly used in computational regulatory element identification.

Using Sequence Conservation to Identify Functional Elements

Comparative genomics is one of the most prominent approaches taken to identify functional regions in a genome. Regions conserved across species, i.e., regions under negative selection, are likely to be important for the functioning of the organism. In the case of gene identification, several tools using multiple genomes have shown more proficiency in terms of increased sensitivity and specificity when compared with single genome methods (Miller et al. 2004). In the case of regulatory elementary elements as well, conservation often signifies functionality. Indeed, several predicted elements based on sequence conservation only have been shown to act as enhancers (Emorine et al. 1983; Loots et al. 2000; Kellis et al. 2003; Nobrega et al. 2003; Pennacchio et al. 2006; Navratilova et al. 2009). Kellis et al. (2003) identified putative motifs in \textit{S. cerevisiae} using genomes of multiple yeast species. Their approach relied on both the frequency of occurrence of the motif as well as its conservation. The authors later extended the method to mammals (Xie et al. 2005) and fly (Stark et al. 2007).

Sequence conservation, when used in conjunction with other large-scale data, can prove especially useful. For example, de novo motif discovery within regions reported from high-throughput ChIP experiments or within coregulated promoters can benefit from using sequence conservation in the model. Several tools exist for this purpose, some based on alignments (Sinha et al. 2004a; Siddharthan et al. 2005) and others based on word-frequencies (Kantorovitz et al. 2007; Gordan et al. 2010). The latter approaches are now gaining more attention, especially for the application of regulatory element detection. In contrast to genes, the very structure of regulatory regions makes them susceptible to rapid turnover (Dermitzakis and Clark 2002). A regulatory element is typically bound by several proteins: the individual protein–DNA binding sites, which are \(\approx 5–15\) bp long, can move around or change orientation during evolution, while maintaining the regulatory property of the region. As a result, regions that appear diverged in the traditional sense, where alignments do not score well, in reality may perform the same regulatory role (Fisher et al. 2006). As a result, searching for conserved \textit{cis-regulatory modules} (CRMs), where the goal is to look for conservation of the structure of the element instead of individual nucleotides is more effective in locating regulatory regions. The next few sections describe methods that identify CRMs. In all situations, sequence conservation can, in principle, be incorporated in the models, but must be done with caution. Using species from different levels of divergence can yield different results: conserved regions found in very closely related organisms may not signify function, whereas those regions in detected in diverged genomes may not contain the same regulatory apparatus.

Incorporating Known Transcription Factor Binding Motifs

Databases such as TRANSFAC (Matys et al. 2006) and JASPAR (Sandelin et al. 2004) maintain a catalog of binding specificities of eukaryotic transcription factors derived from experimental data. In addition, communities working on specific model organisms such as yeast, worm, fly, etc. maintain more detailed regulatory databases of the respective organism (Tweedie et al. 2009; Cherry et al. 2012; Yook et al. 2012). Several computational tools use this information directly to identify clusters of potential transcription factor-binding sites. Position weight matrices (PWMs) (Staden 1984) are commonly used for modeling binding specificities of a transcription factor. For every position within the binding site of a transcription factor, its PWM stores the binding preference of the factor toward each nucleotide in terms of a probability. It implicitly assumes that nucleotide prefer-
ences show independence across positions. While this assumption has been shown to be invalid for many transcription factors (Bulyk et al. 2002; King and Roth 2003), the simplicity of the PWM and lower number of parameters make it a popular choice for representing binding specificities. Furthermore, it is fairly straightforward to scan a new genomic sequence with a PWM to look for potential matches. Visually, the binding site is represented as a sequence logo (Crooks et al. 2004) where the height of a nucleotide at each position indicates the binding preference (Fig. 5).

When the only information available is a database of known binding specificities, predictions of regulatory elements can be made in two steps. First, the genomic region is scanned for possible matches to PWMs to identify putative binding sites of transcription factors. The region is then scored using some statistic that evaluates the significance of the density of putative binding sites. This second step is crucial to account for spurious matches to PWMs that are not bound in vivo, but occur just by chance. When several matches are found together, the possibility of them being spurious is reduced. Furthermore, regulatory elements are typically targeted by multiple transcription factors, which act together for gene activation or repression. The significance of the matches is typically assessed by one of two methods. One is to count the number of hits in a given window of some size and set an explicit minimum number or compare it with random expectation (Wagner 1999; Berman et al. 2002; Rebeiz et al. 2002; Johansson et al. 2003; Blanchette et al. 2006). This is a more intuitive approach with few parameters; however, it requires thresholds for determining a binding site match and window length, which may be organism dependent. The second approach involves representing the entire regulatory element with a probabilistic model. Hidden Markov models (HMMs; Wu and Xie 2010), typically used for this purpose, can be applied to make more mathematically sound predictions of regulatory elements and can also incorporate conservation information in their predictions. Several methods use a variant of HMMs (Frith et al. 2001, 2002; Sinha et al. 2004b). Interestingly, approaches involving only one PWM for scanning the genome have shown that homotypic clusters of putative binding sites are indicative of functionality and have great potential in identifying regulatory elements (Lifanov et al. 2003; Gotea et al. 2010).

One disadvantage of probabilistic models is that they are less intuitive, more complex and may not scale well with a large number of motifs. As a result, when investigating a certain cell-type or process, knowing the identity of the transcription factors involved can result in more accurate predictions (Frith et al. 2001, 2003; Berman et al. 2002). Ensuring that only the clusters of binding sites belonging to transcription factors of interest are retained in the analysis will lead to detection of regulatory elements active in the process under study. In a contrasting situation, not knowing the transcription factors, but knowing the identity of genes involved in a common process can yield more accurate predictions of elements regulating those genes (Aerts et al. 2003; Gotea and Ovcharenko 2008; Van Loo et al. 2008). The loci of such genes are searched for matches to PWMs that are overrepresented
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with respect to loci of other genes. The idea is that co-expressed genes are likely to be regulated by a
common set of transcription factors and hence will be enriched for the binding sites of those tran-
scription factors. As a result, as well as the regulatory elements, the set of transcription factors involved
in the regulation can be simultaneously identified.

Having a set of regulatory elements known to be active in a specific cell type can be particularly
useful. One can then predict binding sites within these elements and build a model based on the
binding sites that help distinguish between regulatory elements and nonregulatory regions. Several
methods attempt to learn such a classifier; one of the earliest was developed by Wasserman and Fickett
for predicting muscle (Wasserman and Fickett 1998) and later liver (Krivan and Wasserman 2001)
regulatory elements. In this approach, the authors used PWMs of transcription factors involved in the
respective tissue and used logistic regression based on matches to those PWMs in the regulatory
elements. Most of these tools require a set of binding specificities as input, while some learn binding
specificities de novo as we shall see in the next section.

It is important to note that most of the methods described in this section have been applied only to
promoter regions, and care must be taken when using them to identify distant regulatory elements
such as enhancers and silencers. Some assumptions made for promoters such as knowledge of the
target gene, high background GC-content, and proximal core-promoter signals are not necessarily
applicable to other regulatory elements.

Using Sequence Features and De Novo Binding Sites

Our current knowledge of transcription factor-binding specificities is far from complete. Not only
are binding sites of several transcription factors uncharacterized, but also many transcription factors
themselves have not been identified. The databases of binding sites noted previously are useful
only for dealing with regulatory processes for which the regulators and their binding sites are
known. Here we discuss a few representative methods that get around this issue, some of which
are also available as web servers (Kazemian et al. 2011; Taher et al. 2011b). All these methods learn
model parameters from known regulatory regions and can be used to scan genomic regions to identify
novel regulatory elements.

One of the early methods that identified clusters of de novo PWMs was CisModule. From larger
regions known to be active in a certain cell-type or tissue, CisModule simultaneously learns binding
sites and cluster boundaries. This ability has been extended to use HMMs in more complex models
(Gupta and Liu 2005; Shi et al. 2008). These methods are restricted by the number of motifs that can
be included in the model and work well with a smaller number of motifs. In practice, a large number
of PWMs implies a larger number of parameters to learn, which is time-consuming with no guarantee
of reaching the optimal parameters. Methods like CLARE (Taher et al. 2012) include both known
PWMs from databases and de novo PWMs in their feature-based approach. A linear classifier is
learned that selects a small set of PWM features, which are crucial for discriminating between
regulatory elements of a certain tissue and other noncoding regions. This process ensures that,
although the starting set of PWMs is large, the final model contains only a few relevant PWMs.

In a novel approach, Sinha et al. propose models without PWMs, but based instead on frequencies
of words. Their non-PWM-based methods work when a set of known regulatory elements are
available (Kantorovitz et al. 2009) and also when elements are to be searched for in loci of a set of
co-regulated genes (Ivan et al. 2008). While their methods show good discriminating power across
organisms, caused by the inherent non-PWM-based approach, they are not able to decipher the
structure of the regulatory element in terms of transcription factor binding sites.

Incorporating Epigenetic Information

Recent studies have shown that different parts of the genome have different local chromatin struc-
tures, and these structures are often specific to the cell type. Indeed, as we have discussed, it is well
established that chromatin remodeling plays an important role in gene regulation. It has been shown
that regulatory elements are marked with distinct chromatin signatures based on the function of the region. These chromatin signatures include the several possible histone modifications, DNA modifications, and presence of histone variants in the nucleosome complex.

Histone H3 lysine 4 (H3K4) methylation is one of the histone modifications that has been most extensively studied on a genome-wide scale (Hon et al. 2009). H3K4me1 (mono-methylation) is typically enriched at enhancers whereas H3K4me3 (tri-methylation) is associated with promoters. Hon et al. (2009) show the presence of many more distinct combinations of modifications at putative enhancers, silencers, insulators, and promoters. However, these observations are mostly based on correlations, and there has been only one attempt thus far to build a predictive model from these modifications. Ren et al. have developed ChromaSig (Hon et al. 2008), a probabilistic model that uses genome-wide epigenetic information to identify regulatory elements.

As described in the section on genome annotation, a plethora of data is available on a genome-wide scale for dozens of chromatin modifications. The authors strongly believe in the potential of more powerful computational approaches that take into account sequence conservation, sequence features, and epigenetic information while making predictions.

Validating Predicted Elements

Validation of putative elements can be done in two ways: computationally and experimentally. In a computational approach, some of the available information is typically omitted while building the model; the information initially withheld is used subsequently to assess whether the predictions made by the model are supported. An effective and popular approach is the $k$-fold or leave-one-out cross-validation. In a $k$-fold cross-validation, the training is conducted on a smaller training set by leaving out $1/k$th of the set. These “left-out” data are then used for testing the trained model. This whole process is repeated $k$ times, each time leaving out a different $1/k$th of the set. In other words, $k$ different models are trained in such a manner that each of the available data samples is used for training $k-1$ models, but each is used for validating only once. This strategy ensures that the models are always tested on “unseen” data. This method works when a set of known elements is available for training. However, some of the approaches described earlier make predictions ab initio, with no characterized known data for training. Such predictions can also be corroborated by using data that are not incorporated while training the model. For example, methods that identify elements functional in a certain cell-type, based only on genomic sequence, can look for enrichment of the predictions in loci of genes expressed in that cell type. Similarly, sequence conservation and epigenetic modifications can be used as additional sources of information to validate predictions.

A reliable validation of regulatory elements is the use of a reporter gene assay. In such an assay, a plasmid carrying the putative regulatory element and a reporter gene is introduced into cells of the same cell-type for which the prediction was made. The predicted role of the element—enhancing, silencing, or enhancer-blocking—dictates the structure of the plasmid. To test for an enhancer role, the putative element is placed upstream of a minimal promoter and the reporter gene. The minimal promoter is not sufficient to drive expression of the reporter gene without the presence of an enhancer. In the case of a silencer, the features of the plasmid are the same with one exception: here, the minimal promoter is replaced by a constitutive promoter (a promoter that is always active unless silenced by other factors). In the former case, the tested element is positive if the reporter gene is highly expressed; whereas in the case of the constitutive promotor, the tested element is positive if the gene is repressed. To test for an enhancer-blocker role, the putative element is inserted between a known enhancer and a corresponding minimal promoter. In such an assay, if the gene is not expressed, the putative element can be said to have an enhancer-blocker role. See Carey and Smale for further details on constructing these assays (Carey and Smale 1999).

In all cases, expression of the reporter gene indicates whether the putative element is indeed functional. However, this approach suffers from three major limitations. First, it is not easily scalable. Only a few elements can be tested at a time and the number is even smaller when the experiments must be done in an animal. Second, animal testing is restricted to a few model organisms and may not
be possible in the organism of interest, e.g., in humans. Finally, these assays test elements outside of their native contexts. As a result the construct may not be able to emulate the chromatin structure and other genomic regions vital for the function of the regulatory element.
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